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NOTE: Not actually the 
weights; a demonstrative 
visualization!
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Motivation

• Sparse interactions – receptive fields
• Assume that in an image, we care about ‘local neighborhoods’ only for a 

given neural network layer.

• Composition of layers will expand local -> global.





Motivation

• Sparse interactions – receptive fields
• Assume that in an image, we care about ‘local neighborhoods’ only for a 

given neural network layer.

• Composition of layers will expand local -> global.

• Parameter sharing
• ‘Tied weights’ – use same weights for more than one perceptron in the 

neural network.

• Leads to equivariant representation
• If input changes (e.g., translates), then output changes similarly



~ 10 x 10 = 100 
parameters
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Filtering reminder:
Correlation (rotated convolution) 111
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Perceptron:

This is convolution!
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Stride = 3
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Some boundary consideration …



Single filter …



Multiple filters …



A common activation function:
Rectified Linear Unit

• ReLU



Stacking conv layers …





We summarize responses from different 
locations by “pooling”



Pooling is similar to downsampling

…except sometimes we don’t want to blur,
as other functions might be better for classification.



Wikipedia

Max pooling











N(x,y) = model pixel values in window 
as a normal distribution

m = mean
σ = variance











Yann LeCun’s MNIST CNN architecture



Our connectomics diagram

Conv 1
3x3x4
64 filters

Max pooling
2x2 per 
filter

Conv 2
3x3x64
48 filters

Max pooling
2x2 per 
filter

Auto-generated from network declaration by nolearn (for Lasagne / Theano)
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Input
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Reading 
architecture 
diagrams

Layers
- Kernel sizes
- Strides
- # channels
- # kernels
- Max pooling



AlexNet diagram (simplified)
Input size
227 x 227 x 3

Conv 1
11 x 11 x 3
Stride 4
96 filters

227

227

Conv 2
5 x 5 x 48
Stride 1
256 filters

3x3 
Stride 2

3x3 
Stride 2

[Krizhevsky et al. 2012]
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384 filters

Conv 4
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384 filters

Conv 4
3 x 3 x 192
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Why study computer vision?

• Millions of images being captured all the time

• Loads of useful applications



Computer vision and AI

• The development of computer vision have benefit enormously from 
signal processing and “AI”

• Three pillars of AI
• Symbolic model (expert systems)

• Probabilistic (Bayesian) model

• Neural networks 

• We see a little bit of neural networks from the last couple weeks (will 
look deeper in my ANN class next spring)

• More on probabilistic models in ECE 5973: information theory and 
probabilistic programming 



Information theory and Probabilistic 
programming (coming fall)

• Use probabilistic model for inference (prediction)
• Organized unknown with graphical models

• Infer unknown given observations

• Learn variable models

• Applications like
• Predict stock markets

• Recommending products (movies, books, etc.)

• Medical diagnosis and prognosis

• Predict trend (e.g., COVID-19, when it is going to end?)



Hope to see you all in future 
classes!
Good luck with finals and have a fruitful 
summer break!


