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Introduction

Self-Supervised Learning vs. Other Techniques

Supervised learning: requires labeled data for training
Unsupervised learning: learns representations without using any labels
Semi-supervised learning: uses a mixture of labeled and unlabeled data for training
Self-supervised learning: a subcategory of unsupervised learning that creates
surrogate tasks by using the data itself as a source of supervision

A useful technique to achieve semi-supervised learning
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Introduction

Applications

Computer vision: image inpainting, object detection, segmentation.
Natural language processing: language modeling, machine translation, sentiment
analysis.
Speech recognition: speaker identification, emotion recognition, speech enhancement.
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Introduction

Why self-supervised learning?
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Pretext tasks

Pretext tasks vs downstream tasks

Pretext task: Auxiliary task to learn
representations
Examples:

Image rotation task
Image inpainting
Relative position task
Jigsaw puzzle solving
Contrastive learning

Downstream task: Main task where
learned representations are utilized
Examples:

Image classification
Object detection
Semantic segmentation
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Pretext tasks

Image rotation task
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Pretext tasks

Coloring task
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Pretext tasks

Relative position task
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Pretext tasks

Evaluation with clustering
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Pretext tasks

Jigsaw task
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Pretext tasks

Interpolation task for videos
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Pretext tasks

“Shuffle & learn”
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Pretext tasks

Return query with nearest neighbor output

Sam Cheng (University of Oklahoma) Self-supervised learning and self-training April 3, 2024 14 / 79



Pretext tasks

Great initialization for human pose estimation
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Pretext tasks

Video + audio pretask
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Pretext tasks

Video + audio pretask
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Pretext tasks

Some Considerations of Pretext Tasks

Pretext tasks vary in difficulty and predictive power
Relative position: easy, simple classification
Masking and fill-in: harder, better representation
Contrastive methods: more information, beyond pretext tasks

A single pretext task may not be enough to learn self-supervised representations
How do we train multiple pre-training tasks?
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Pretext tasks

Swapping Final Layers for Different Pretext Tasks

Final fully-connected layer can be swapped based on batch type
Example:

Feed a batch of black-and-white images, produce colored images
Switch final layer, feed a batch of patches, predict relative position

How much should we train on a pretext task?
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Pretext tasks

Multiple pretext tasks can boost performance
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Pretext tasks

Some Considerations for Training Pretext Tasks

Rule of thumb: Choose a difficult pretext task or multiple pretext tasks that improves
the downstream task
In development, train pretext tasks as part of the entire pipeline
In practice, one usually do not re-train later

Retraining may lead to overfitting as downstream task does not necessary align with the
pretext tasks
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Pretext tasks

Scaling SSL: jigsaw puzzles

Use a subset of permutations (e.g.,
from 9!, use 100)
N-way ConvNet uses shared parameters
Problem complexity depends on subset
size
Can perform better on downstream
tasks than supervised methods
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Pretext tasks

Evaluation: Fine-tuning vs. Linear Classifier

Good representation should transfer with little training ⇒ Transfer learning
evaluation

Fine-tuning: Use entire network as initialization, update all weights
Linear Classifier: Train a small linear classifier on top of pretext network

How each layer is doing as a representation for the downstream task?
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Pretext tasks

What does each layer learn?
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Pretext tasks

What does each layer learn?

Deeper layers: Higher mAP on
downstream tasks
Final layer: Sharp drop in mAP, overly
specialized

Contrasts with supervised networks:
mAP generally increases with depth
Pretext task not well-aligned to
downstream task
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ClusterFit

ClusterFit
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ClusterFit

ClusterFit vs “standard” transfer learning
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ClusterFit

Gain over distillation when there is label noise
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ClusterFit
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ClusterFit

Boosting self-supervised learning via knowledge transfer
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https://openaccess.thecvf.com/content_cvpr_2018/papers/Noroozi_Boosting_Self-Supervised_Learning_CVPR_2018_paper.pdf


ClusterFit

Boosting self-supervised learning via knowledge transfer
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Contrastive learning

Contrastive learning
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Contrastive learning

Video example
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Contrastive learning

Nearby patches vs. distant patches of an Image
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Contrastive learning

Patches of an image vs. patches of other images
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Contrastive learning PIRL

Pretext Image Transform and Standard Pretext Learning

Consider the pretext task of predicting the
property of a transform

The pretext task always reasons about
a single image
Pretext task captures some property of
the transform

One usually wants representations to
be invariant to transform
Representation from pretext task does
the exact opposite thing

.
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Contrastive learning PIRL

Pretext Invariant Representation Learning (PIRL)
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Contrastive learning PIRL

PIRL Goals
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Contrastive learning PIRL
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Contrastive learning PIRL
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Contrastive learning PIRL

Net loss
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Contrastive learning PIRL

Net loss
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Contrastive learning PIRL

Noise contrastive estimator loss

LNCE(f1, f2) = − log[h(f1, f2)]−
∑

f′
log[1 − h(f′, f2)]
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Contrastive learning PIRL
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Contrastive learning PIRL
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Contrastive learning PIRL
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Contrastive learning PIRL
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Contrastive learning SimCLR

SimCLR
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Contrastive learning SimCLR
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Contrastive learning SimCLR
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Contrastive learning SimCLR

Loss
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Contrastive learning SimCLR

Result

Sam Cheng (University of Oklahoma) Self-supervised learning and self-training April 3, 2024 53 / 79



Self-training

Self-training

An effective technique to achieve semi-supervised learning (train a model with a
mixture of labeled and unlabeled data)

A pre-trained model will learn from labeled data
Use the pre-trained model to label the unlabeled data
Refine the model with additional data

Unlike self-supervised learning, no surrogate/pretext task is involved
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Self-training

Recall: Knowledge Distillation
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https://arxiv.org/abs/1503.02531


Self-training Noisy student

Self-training with Noisy Student improves ImageNet classification
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Self-training Noisy student

Difference from standard self-training

Adding noise to training procedure to prevent student model from simply memorizing
the training data
Noise can be injected into the student model in two ways

input noise: data augmentation with RandAugment is used
model noise: dropout and stochastic depth are used. Dropout randomly drops out some
of the neurons during training to prevent overfitting, while stochastic depth randomly
skips some of the layers during training to improve generalization

Unlike typical self-training cycle, iteratively increases the student model’s capacity
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Self-training Noisy student

Result
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Self-training Noisy student

Noisy student increases robustness

ImageNet-A: naturally
adversarial examples
ImageNet-C: Corruption from
noise, blur, pixelate
(intentional downsampling +
upsampling)
ImageNet-P: Perturbations
(distortion from motion)
FGSM: Fast gradient sign
method
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Self-training Noisy student

Explaining and harnessing adversarial examples (FGSM)

Sam Cheng (University of Oklahoma) Self-supervised learning and self-training April 3, 2024 60 / 79

https://arxiv.org/pdf/1412.6572.pdf


Self-training Tf-KD

Revisiting Knowledge Distillation via Label Smoothing Regularization
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Self-training Tf-KD
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Self-training Tf-KD
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Self-training Rethinking pre-training and self-training

Rethinking Pre-training and Self-training

This work experiments self-training and compare with pre-training
Dataset:

Pretext: ImageNet/OpenImage
Target: COCO

Control parameters:
Data augmentation:

Augment-S1: flip and scale jitter
Augment-S2: AutoAugment + Augment-S1
Augment-S3: Large scale jittering + Augment-S2
Augment-S4: Use RandAugment rather than AutoAugment in Augment-S3

Pre-training: Rand Init (no-pretraining) < ImageNet Init < ImageNet++ Init (better
checkpoint)
Target domain labeled data quantity: 20%, 50%, 100%
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Self-training Rethinking pre-training and self-training

Observation 1
Pretraining can be counterproductive when target domain data � 0 and augmentation
� 0
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Self-training Rethinking pre-training and self-training

Observation 2
Self-training is better than trained from scratch and pre-training
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Self-training Rethinking pre-training and self-training

Observation 3

Self-supervised pre-training and supervised pre-training is similar in performance
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Self-training Rethinking pre-training and self-training

Observation 4
Even targeted pre-training might not help (OpenImages have bounding box label)
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Self-training Rethinking pre-training and self-training

Observation 5

Joint training probably is helpful
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Self-training FixMatch

Consistency regularization

Similar to contrastive learning, but focus on classifier outputs rather than encoded features
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Self-training FixMatch

FixMatch: Simplifying Semi-Supervised Learning with Consistency
and Confidence

Main idea: combining consistency regularization with knowledge distillation

Weakly Augmented:
Random flipping
Random translation (up to
12.5%)

Strongly Augmented
Cutout
RandAugment
CTAugment
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Self-training FixMatch

Step 1: preparing batches
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Self-training FixMatch
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Self-training FixMatch

Steps 2 and 3: Supervised learning and pseudo-labeling
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Self-training FixMatch

Step 4: Consistency regularization
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Self-training FixMatch

Result

STL-10
MNIST of unspervised learning
96x96 pixels, 10 classes
5,000 labeled images
100,000 unlabeled images
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Self-training FixMatch

Summary

Self-supervised learning: create surrogate task for pre-training
Pretext tasks

Coloring
Jigsaw

Sample clustering (e.g., ClusterFit)
Contrastive learning

PIRL
SimCLR

Self-training: no surrogate task
Noisy student with knowledge distillation
Given sufficient unlabeled data, self-training usually works better than pre-training
Joint training is usually helpful
Fixmatch: consistency regularization + knowledge distillation
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Self-training FixMatch

Links

Self-supervised learning - pretext tasks
Self-supervised learning - ClusterFit and PIRL
Knowledge Transfer in Self Supervised Learning
FixMatch semi-supervised learning
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https://atcold.github.io/pytorch-Deep-Learning/en/week10/10-2/
https://amitness.com/knowledge-transfer/
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